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Disclaimer

The views expressed in the presentation are solely
those of the presenter and not necessarily those at

HERE Technologies. HERE Technologies does not
guarantee the accuracy or reliability of the information
provided herein.
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8.5 Billion
searches per
day!

Google

'm Feeling Lucky

Google offered in: =l Al Bewrhy WP sl Prdl s8.0 RIS

{=

et

Life without search engines is difficult

to imagine!

v BT LRGN ML My

yahoo/



Role of Information

* We are always seeking information
 How to be safe during COVID times?
* Which universities provide the specialization | need?
 How to get into a top college?

Which course to register for?

What are people talking about that new movie?

* How to prepare for interviews?

* If only you had the information, you could rule this
world!

What happens when all the information

is deprived from you?




Solitary
Confinement

is Cruel



https://jjustice.org/resources/solitary-confinement

There is search beyond the web search

engines.
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Search in
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d
gl Amazon OpenSearch, Amazon OpenSearch @
Amazon Web Services (AWS) - Bengaluru, Karnataka, India

. . Software Development Engineer - SDE2 / AWS |
Senior Search Engineer | @ s X
McKinsey & Company - Gurugram, Haryana, India

q Google - Bengaluru, Karnataka, India (On-site)

O Staff Software Engineer - Search @ #y  Staff Software Engineer, Search @

GitHub - United Kingdom (Remote)

Senior Principal Software Engineer - Search

@ Engineering Manager (Search Platform) @ Platform ©
Databricks - Bengaluru, Karnataka, India (On-site) Atlassian - Greater Kolkata Area (Remote)

Results of job search conducted in Dec 2024 on https://www.linkedin.com/jobs for solr/information retrieval/search
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Information
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nationale de
France

ﬁal Library of 1463
Alexandria
300 BC.

Several retrieva|
Systems: Lycos, Altavista,
MSN, Baidu,
Yahoo!, Ask.com, etc.,

Google
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Gutenberg, etc.




The Science behind Search

How do search engines work?




What is Information Retrieval?

Information Need
Let us learn more
about ...

Documentl,

=1 Retrieval Document?2,

] System

Collection

Information Retrieval (IR) is finding material (usually documents)
of an unstructured nature (usually text) that satisfies an

information need from within large collections.
— From the Manning et al. IR Book.




Simple Retrieval Problem

e Say, we have a collection with 5 documents, each
having the following contents
e d1: IIIT ALLAHABAD
e d2: IlIT DELHI
e d3: IIT GUWAHATI
e d4: [IIT KANCHIPURAM
e d5: [IIT SRICITY

* Assume, the Query is
* [IIT SRICITY

* Which document will you match and why?



The Problem: How to Build a
Retrieval System?

o 4 . ” ( \
Query = “llIT Sri City c d,:“llIT Allahabad”
— ° -9
REtrleval g dz:ul”T Delhi”
| System §
Results = ?? \_ J

Large Collection




One (bad) Approach

e First match the term IIIT.
e Filter out documents that contain this term.

* Next match the term Sri.
e Filter out documents that contain this term.

* Next match the term City.
* Filter out documents that contain this term.

Three iterations!
Quiz: Can we do better?




A Better Approach

Revisiting
Linear Algebra




Vector

* Geometric entity which has magnitude and
direction

A is fixed at (0,0)




How is (2,3) Different?

Y 3- (2,3)

(1,1)




Whatis (1,1,1) ?

(0,0,1) /

(1111

.

.
A0.0)

I

I

(1.1.0)




Remember!

A number is just a mathematical object. We

give meaning to it!




Sentences are Vectors

* “Sri City” as a vector

- City

Sri City

Sri




Sentences are Vectors

* “IlIT Sri City” is a 3-dimensional vector

UL

| HIT Sri City
/‘}v\
|

1 (Eity




Sentences are Vectors

* On this 3D space, “Sri City” vector will lie on the x
(City) and z (Sri) plane. If (x,y,z) denotes the vector,
“Sri City” is (1,0,1).

UL

o\

%V Sri City

(Eity




Natural Language Phrases as
Vectors

Let query g = “llIT Sri City”.
Let document, d, = “llIT Sri City” and d, =“llIT Delhi”.

q 1 0
d, 1 0
d, 1 1

q = (1/1;110)1 dl= (111;110) and d2 = (1101011)




Quiz
* Considering the following vectors:

q 1 1 1 0

d,$ 1 0 0 1

 What is the Natural Language (NL) equivalent of
(0,1,1,0) ?

 What is the NL equivalent of (1,0,0,1) ?
 What is the vector for Delhi?
 What is the NL equivalent of g here?




Similarity Score

* Assume, we have the following two documents:
* d; = “Chennai”
* d, = “Delhi”

* On a scale of 0 — 1, similarity of d, and d, must be O

Can we express

similarity as a function
of the angles?

Chennai




0-90to1-0: How?

0° 30° 45° 60° 90°
sin 0 1/2 1/V2 V3/2 1
CoS 1 V3/2 1/V2 1/2 0

tan 0 1/V3 1 V3 Not defined




Back to Trigonometry: Dot
Product

* If a and b are non-unit vectors, what is the cosine
of angle between them (cos ©)?

a-b=|lall lIbll cos(6)

(or)

a‘b
lall llbll

cos(0) =




Matching Documents to Queries

 Document as a vector of term-occurrence

d; = (Wy;, Wy, ... Wy))
* Query as a vector of term-occurrence
q = (qu!WZQ! qu)

e Similarity between these vectors can be
represented as
d;. q

14l all

Cosine Similarity = cos(0) =




Example

Let query g = “BITS Pilani”.
Let document, d, = “BITS Pilani Goa Campus” and d, = “llIT Delhi”.

q 1 1 0 0
d, 1 1
d, 0 0 0 0

In our VSM, q = (1,1,0,0,0,0), d,=(1,1,1,1,0,0) and d, =(0,0,0,0,1,1)

L _ d.q 1.1+1.1 .
similarity(d, q) = il - Ve Vit 0.71.
similarity(d, q) = %4 -,

|, 1] lql]




Standard Measures

* Just like cosine similarity, we have more measures:
« Euclidean distance,
 Manhattan distance,
* Chebyshev distance,

Canberra distance,

Bray-Curtis dissimilarity,

Pearson correlation coefficient




Which of the Following are Sets?

° {1I 2) 3) 4) 5) 6) 5) 7I ) ) 10) 11)
° {AI BI CI DI EI FI GI HI |I |I ‘ll
* {apple, banana, orang

, 13}
4 MI NI O}
apple, ba

na, orange}



Bag

«{1,2,3,4,5,6,5,7,8,9,10, 11, 12, 13}
° {Al BI CI DI EI FI GI HI |I |I JI Kl LI MI NI O}
* {apple, banana, orange, apple, banana, orange}




Set of Words Representation

* “IIIT Sri City” > {IIT, Sri, City)
o “|IIT Sri City, Sri City” = {llIT, Sri, City}

(Assuming, we ignore the punctuations)




Bag of Words Representation

* “IIT Sri City” - {IlIT, Sri, City}
* “IIIT Sri City, Sri City” - [IIT, Sri, Sri, City, City}

d

T Sri City [T Sri City, Sri City

q 1 1 1 q 1 2 2

Leads to different vectors




Which Document to Retrieve?

Query, g = “cheap CDs

cheap DVDs extremely

cheap CDs” — Retrieval d,: “CDs cheap software

Model cheap CDs”
@ {VSM, LDA, BM25, d,:“cheap thrills DVDs”
Results = ?? o}
q 3 2 1 1 0 0
1 2 2 0 0 1 0 ¢ sim(q,d,)=0.86
1 0 0 1 <+ sim(q,d;)=0.59

Example taken from Manning’s IR Book (https://nlp.stanford.edu/IR-book/pdf/irbookonlinereading.pdf) -
39


https://nlp.stanford.edu/IR-book/pdf/irbookonlinereading.pdf

Information Retrieval — Road °
Ahead e Crawling

— -
Content
o e Processing Documents J__|
Relevance
and '/L/

quet 8109 Ranking
odeﬁ‘a“ Query
V ' Retrieval
Processed Content
System

Results e
Index
@ 4 @ / Compression
S\ A\ &\

Query

—
QO O & O
y Evaluation
Results Human Judges

Techniques



Technologies & Frameworks

JVI)

Apache Apache Apache
b
e )
Terrier>  #lemur
o Galago, Indri
Univ. of Glasgow UMass & CMU

Thanks to these... We can now focus on

more complex problems.




Distributed Representations

Madrid €0,0,0,1,0,0,... )
Large amount of Capital €0,0,1,0,0,0,... )

————

unst(rjl;(;‘;ured Spain <0,0,1,1,0,0,--- >

Can we encode the vector representations in

a way that they capture semantic
relationships?

For example, Madrid + Capital = Spain




Code2Vec

* Predict properties of code

SLringl} {(s=:) §

}

-
‘ -—

final Stringl

return newArray;

Decompose

Read more at https://dl.acm.org/doi/10.1145/3290353

Aggregate

Predict

KX



Google

Entity Search

amitabh bachchan

Q oal B images Ml Mews [ Videos @ Maps | More

Amitabh Bachchan <
(AT §=31)

Indian film actor

@ srbachchan. tumbir.com

Available on
B caana
B YouTube
© Spofify
¥ More music services
Amitabh Bachchan is an Indian film actor, film producer, television
host, occasional playback singer and former politician. He first
gained popularity in the early 1970s for films such as Zanjeer.

Deewaar and Sholay, and was dubbed India's "angry young man"
for his on-screen roles in Bollywood. Wikipedia

Born: 11 October 1942 (age 77 years), Prayagraj
Height: 1.83 m
Spouse: Jaya Bachchan (m. 1973)

Upcoming movies: Hera Pheri 3, Brahmastra, Chehre

Movies View 45+ more

M

e

Sholay Kabhi Mard Gulabo Coolie
1875 Khushi 1985 Sitabo 1883
Kabhie. 2020

=

Tools

b

amitabh bachchan

See all images

Amitabh Bachchan

Indian Film Actor

Amitabh Bachchan is an Indian film actor, film producer, television host,
occasional playback singer and former politician. He first gained popularity
in the early 1970s for films such as Zanjeer, Deewaar and Sholay, and was
dubbed India's "angry young man" for his on-screen roles in Bollywood.
Referred to as the Shahenshah of Bollywood, Sadi ka Mahanayak, Sta... +

v 8 0l 8 6

Wikipedia Twitter Facebook  Official site  Instagram

Born: 11 Oct 1942 (age 77) - Allahabad, India

Height: 6' 0

Spouse: Jaya Bachchan (m. 1973)

Children: Abhishek Bachchan (Son) - Shweta Bachchan-Nanda (Daughter)
Upcoming films: Chehre - Wisdom for Heroes - Brahmastra

Parents: Harivansh Rai Bachchan (Father) - Teji Bachchan (Mother)




We Need Answers!

where was albert einstein born X § Q
Q Al E News [&Images Q Maps & Shopping : More Tools

About 2,33,00,000 results (0.82 seconds)

Albert Einstein / Place of birth

% w3 Langenau
10 ‘3 Giinzburg
Miinsingen Blaubeuren Ulm €
C’zs
465

Ehingen
S 312 Hayingen C

Map data ©2021 GeoBasis-DE/BKG (©2009)

:
L I ., g T

Ulm, Germany



Knowledge Graphs

Subject — Predicate — Object Triples Knowledge Graph
(Albert Einstein, BornIn, German Empire)
(Albert Einstein, SonOf, Hermann Einstein) m lhcon.(
(Albert Einstein, GraduateFrom, University of Zurich)
(Albert Einstein, WinnerOf, Nobel Prize in Physics) SonOf  proposedBy Expertin
(Albert Einstein, ExpertIn, Physics) = Awardin
(Nobel Prize in Physics, AwardIn, Physics) &m(,f

e : Albert : Nobel Priz
(The theory of relativity, TheoryOf, Physics) WinnerOf

(Albert Einstein, SupervisedBy, Alfred Kleiner) Bornln ~
(Alfred Kleiner, ProfessorOf, University of Zurich) GraduateFrom  SupervisedBy
(The theory of relativity, ProposedBy, Albert Einstein) =

- g ProfessorOf 3
(Hans Albert Einstein, SonOf, Albert Einstein) ® : Kleiner

These facts are stored in a “knowledge base”.

i

Read more at https://arxiv.org/pdf/2002.00388.pdf



Recent Trends

* LLMs and Search

* Reasoning and Knowledge Graphs
* Multimodal IR

* Evaluating IR Systems

* Handling Fairness and Sensitivity
* Domain Specific IR

* Multilingual IR




Measuring Recommendation Explanation Quality:

o . Query Rewriting for Voice Shopping Null Queries
The Conflicting Goals of Explanations
Krisztian Balog Filip Radlinski Iftah Gamzu Marma Haikin Nissim Halabi
G Amazon Amazon Amazon
oogle Google
London, UK London, UK Tel-Aviv, Israel Tel-Aviv, Israel Tel-Aviv, Israel
krisztianb@google.com . e m oo S ’ [@amazon.com nissimh@amazon.com
Operationalizing the Legal Principle of Data Minimization
A for Personalization
Research contributions from
R R Asia J. Biega Peter Potash Hal Daumé III
Ieadlng Corporates in SIGIR 2020 Microsoft Research Microsoft Research Microsoft Research NYC
Montréal Montréal University of Maryland
Fernando Diaz
Microsoft Research

Micheéle Finck

Max Planck Institute for Innovation
Montréal

and Competition

In spite of all these developments,

“search”ing effectively has been an art.

(This is why) The academia, research labs, and the software industry needs you.
Let us strive to build better search experiences

Search Relevance Engineer

Search COE Engineer

T

Search Engi
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GO gle lectures are

lectures are useless

lectures are boring

b lectures are

classroom lectures are informative speeches

classroom lectures are persuasive speech

lectures are

why online lectures are bad

Thank You

venkateshv@cmi.ac.in

This slide deck is available at http://vvtesh.co.in/.
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Real-World Applications

 VSM dominates the retrieval methods
e BM25 in Elasticsearch
 Dense retrieval in Redis

Read more at https://arxiv.org/pdf/2304.11473



Alternatives to VSM

* Set-based Approaches with Jaccard Similarity
* Formal Concept Analysis

* Latent Semantic Indexing

* Probabilistic Retrieval (BIM, PRP)

* Language Models

* Program Synthesis

* Read (Vector) Space is Not the Final Frontier: Product
Search as Program Synthesis — Tagliabue & Greco, SIGIR
ecom 2023.



Demerits of VSM

* Dimensionality
e How to reduce the vector size?

 Documents are represented as a linear combination
of terms

* May be unreal in most contexts
* All elements are conveniently assumed as positive
* Terms may not be independent

Read more at “Vector Space Model of Information Retrieval — A Reevaluation
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