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Apache Hadoop

« Hadoop is open source software framework used for processing data on
distributed commodity computing environment.

HADOOP ‘

HDFS MAPREDUCE

(Distributed data (Distributed Parallel
storage) processing)
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Apache Hadoop

* Itis ajava based software managed by Apache Software Foundation.

» Hadoop is designed to scale up from single server to thousands of
machines.

* Doug Cutting & Mike Cafarella are co-founders of Hadoop. It is based on
google’s white paper on Google File System & mapreduce.

2002 [Hadoop based stort-up etead 3pR Technologies /
“.. Mutch created by Cloudera incorporated 2009
Doug Cutting and Mutch divided 7
Mike Cafarell utch divided and Cutting leaves Yahoo
\ e e a;e = Hadoop is born // | m forCIt;audera
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RN L J— @ i R o -HH... @, ¢\\"J &
‘2 006 Yahoo releases Hadoop as
Cutting joins "r_'ahu_n}. \\ open-source project to ASF 20 1 1
takes Nutch with him 2 00 8 Yahoo spins off Hotonworks

as commercial Hadoop distro

(source: https://www.sas.com/en_in/insights/big-data/hadoop.html)



Hadoop Ecosystem
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(source: Hadoop for Dummies)



-
HADOOP DISTRIBUTION

- Customisation for industry needs resulted in emergence of commercial

distribution.

- Base version Apache Hadoop + features (Ul , Security , Monitoring , logging,
Support).

- Top Vendors offering Big Data Hadoop solution :

- Cloudera CLOUDZ=RA
. Hortonworks . ARMARUERL

Hortonworks
. . - f=Famazon
- Amazon Web Services Elastic MapReduce Hadoop Distribution “" webservices™

- Microsoft Azure's HDInsight -Cloud based Hadoop Distrbution g Yoo

- IBM InfoSphere Insights E=N



-
CLOUDERA

- Founded in 2008 by three engineers from Google, Yahoo! and Facebook
(Christophe Bisciglia, Amr Awadallah and Jeff Hammerbacher).

- Major code contributor of Apache Hadoop ecosystem.

- First company to develop and distribute Apache Hadoop based software in March
20009.

- Additional feature includes user interface, security, interface for third party
application integration.

- Offers customer support for installing , configuring , optimising Cloudera
distribution through its enterprise subscription service.

- Provides a proprietary Cloudera Manager for easy installation , monitoring &
trouble shooting.

- In 2016, Cloudera was ranked #5 on the Forbes Cloud 100 list
(source: Cloudera wiki)



-
CLOUDERA DISTRIBUTION

Cloudera'’s Distribution for Hadoop

Data Languages, Compilers Fast

Integration read/write
access

An illustration of Cloudera's open-source Hadoop distribution (source:
cloudera website).
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CLOUDERA QUICKSTART

Cloudera QuickStart VM is a sandbox environment of CDH.

It gives a hands-on experience with CDH for demo and self-learning purposes.

CDH deployed via Docker containers or VMs, are not intended for production
use. Latest version is QuickStarts for CDH 5.13.

System Requirement: Cloudera's 64-bit VMs require a 64-bit host OS and a
virtualization product that can support a 64-bit guest.

The amount of RAM required by the VM (separate from system RAM) varies by
the run-time option you choose:

CDH and Cloudera Manager Version | RAM Required by VM

*Minimum recommended memory.

CDH 5 (default) 4+ GiB*
Cloudera Express 8+ GiB*
Cloudera Enterprise (trial) 12+ GiB*

(source: Cloudera website)



Quiz
Q) Which of the following is false?

A. Cloudera products and solutions enable you to deploy and
manage Apache Hadoop and related projects.

B. Cloudera QuickStart VM is a sandbox environment of CDH.

C. CDH contains all the products and frameworks belonging to
the hadoop ecosystem.

D. Hadoop is open source software framework used for
processing data on distributed commodity hardware.
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DEPLOYMENT MODES - DOCKER

« Docker is an open source tool that uses containers to create, deploy, and manage
distributed applications.

« Developers use containers to create packages for applications that include all
libraries that are needed to run the application in isolation.
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DEPLOYMENT MODES : VM vs DOCKER

Virtual Machines—

Appl

App2

App3

Bina / Libs

Bins / Liba

Bins / Libs

Virtual Machine / Virtual Box

Docker Engine

Host OS

App 1 App2 App3
Bins/Libs | | Bins/Libs | | Bins/Libs
Guest 08 Cuest O3 Guest 08

Hypervisor
Host OS
Infrastructure

\|> Containers

Docker Container

- Virtual machine has its guest operating system above the host operating

system.

- Docker containers share the host operating system.



Virtual Machine vs Docker Container
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Launch Ciodera
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o] MINGW64:/c/Program Files/Docker Toolbox - g

QQZIE_HTTP_HOSTNAME: guickstart.cloudera
00ZIE_HTTP_PORT : 116888

00ZIE_ADMIN_PORT : 11881

00ZIE_HTTPS_PORT: 11443

00ZIE_BASE_URL: http:/r quickstart.cloudera:11808.-00zie
CATALINA_BASE: svarslibs/ooziestomcat—deployment
QQZIE_HTTPS_KEYSTORE_FILE svarslibsoozie/.keystore
00ZIE_HTTPS_KEYSTORE_PASS: password

OOZIE_INSTANCE_ID gquickstart.cloudera

CATALINA_OUT svar/logs/ooziescatalina.out
CATALINA_PID: Avar/runs/ooziesoozie.pid

CATALINA_OPTS: —Doozie.https.port=11443 -Doozie.https .key“tore pa
assword —Hnx1024m —Doozie.https.port=11443 -Doozie.https.keystore.pass=passu)
ord —HEmx1824m —Dderby.stream.error.file=svar-/log-/ooziesderby.log
Adding to CATALINA_OPTS: —Doozie.home.dir=/usr/lib-oozie —Doozie.config.d
etcs/ooziesconf —Doozie.log.dir=rsvar-/log-soozie —Doozie.data.di var~libsoozie -
[Dopzie.instance. quickstart.cloudera —Doozie.config.fil ozie—site.xnl —Doozi]
e.logdj.file=oozie— lng4J properties —Doozie.log4j.reload=18 -Doozie.http.hostnam
e=guickstart.cloudera —Doozie.adnin.port=110A1 -Doozie.http.por 1808 —Doozie.h
tps.port=11443 -Doozie.base.url=http:/“gquickstart.clouwdera:11@8B 00zie —Doozie.

https .keystore.file=svarslibsoozie~.keystore —Doozie.https.keystore.pass=passuwor|
—Djava.library.pat susr/libs/hadoops/libs/native : /usr/lib/hadoop/lib/native

CATALINA_BASE: svar/lib/ovozie/tomcat—deployment
susrslibshigtop—tomncat
: svar/lib/oozie
susrsjavasjdkl . ?7.8_67-cloudera
susr/libs/bigtop—tomcatsbin/bootstrap. jar
Avar/runsoozies/oozie.pid
daemon 2 L
svars/libs/solpr/tomcat—deployment
susrslibs/so ~higtop—-tomcat
svar/libssolr/
susrsjavasjdkl .?.8_67-cloudera
susr/lib/solr/. . /higtop—tomcatsbinsbootstrap. jar
_ svar/runssolrs/soler . pid
Btarted Impala Cataleg Server {catalogd) :
Etarted Impala Server (impaladd:
[rootBguickstart ~1H I
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QUICKSTART : DOCKER INSTALL

- The Cloudera Docker image is a single-host deployment of the Cloudera open-
source distribution.

- Single Node Hadoop Cluster has only a single machine
- DataNode, NameNode run on the same machine

- Multi-Node Hadoop Cluster will have more than one machine
- DataNode, NameNode run on different machines.



-
QUICKSTART : DOCKER INSTALL

- Installation Steps for Windows :
1. Install Docker :

- Sign up to https://docs.docker.com/

- Follow instructions at

- For Windows 10 64-bit Home , Pro, Enterprise, or Education (Build 15063 or
later) : Install Docker Desktop.

- For Other Windows OS :

Install Docker Toolbox (refer below link for instructions.
https://docs.docker.com/toolbox/toolbox install windows/)



https://docs.docker.com/
https://docs.docker.com/docker-for-windows/install/
https://docs.docker.com/toolbox/toolbox_install_windows/

QUICKSTART : DOCKER INSTALL

- Don’t select WSL2 while installing docker. Cloudera Quick start VM is not

compatible.

9’ docker

Upgrade @ iﬁ e suchikaran

Settings

= General

I@ Resources

+«@ Docker Engine
Experimental Features

Kubernetes

General

O
O

Start Docker Desktop when you log in

Expose daemon on tcp://localhost:2375 without TLS
Exposing daemon on TCP without TLS helps legacy clients connect to the daemon. It also makes yourself vulnerable to remote
code execution attacks. Use with caution.

Use the WSL 2 based engine
WSL 2 provides better performance than the legacy Hyper-V backend. Learn more.

Send usage statistics

Send error reports, system version and language as well as Docker Desktop lifecycle information (e.g., starts, stops, resets).

Show weekly tips

Open Docker Desktop dashboard at startup



QUICKSTART : DOCKER INSTALL

. . < - O b4
M|NGW64:jcfP[og[am F||estock_e[ Toolbox - O MINGWM./C/Program Files/Docker Toolbox =l - |
Cdefault?> Windows might ask for the permission to configure a network adapter. £
docker m hello-world ometimes, such confirmation window is minimized in the taskbar.
OCHEr run he l o0-uor , (default? Windows might ask for the permission to configure a dhcp server. Somet
nabhle to flﬂd image hello—uurld:latest locally imes, such confirmation window iz minimized in the taskbar.
latest: Pulling from library~<hello—world Kdefault? Waiting for an IP...
1h?38dA16525: Pull complete Jaiting for machine to be running. this may take a few minutes...
Digest: sha2b6:4fe?21lccc2eBdcV362278a29dc66B0d833570ec2682f 4e4194f 4ee23ed415e1064 @Petecting operating system of created instance...
Status: Downloaded newer image for hello—world:latest daiting for SSH to be available...

Detecting the provisioner...

rovisioning with hootZdocker...

opying certs to the local machine directory...
opying certs to the remote machine...

ello from Docker?
his message shows that your installation appears to be working correctly.

o generate this message. Docker took the following steps:
. The Docker client contacted the Docker daemon.

2. Ehedgggker daemon pulled the "hello—world" image from the Docker Hub.
am

3. The Docker daemon created a new container from that image which r»uns the
executahle that produces the output you are currently reading.

4. The Docker daemon streamed that output to the Docker client,. which sent it
to your terminal.

i
. P . . #H H8 Hi
o try something more ambhitious, you can run an Ubuntu container with: H#Hit #it HH HE 4
% docker run —-it ubuntu bhash "

IRIRT IR maninny i e s

Fhare images,. automate workflows. and more with a free Docker ID: SN o _
https ' hub.docker.comn” \\ \\
For more examples and ideas, visit: . . . .
g - . P . is configured to use the machine with IP
https:/sdocs.docker.con/get—started/ For help getting started. check out the docs at https:/sdocs.docker.com

Btart interactive shell

» To check docker installation is proper , type below command in docker
terminal.
docker run hello-world

* If you get above ouput in the terminal then docker installation is fine.



QUICKSTART : DOCKER INSTALL

= docker - ¢ i& e suchikaran
Wi

s PowerShell
C T - (C icrosoft Corporation. All rights reserved.

Try the new cross—platform Powershell ht //aka.ms/ps

H 1 PS C:\Users\suchi: 3 —world
o Clone Flrst, clone a rep05|t0ry Unable to find image 'hello-wor. latest' locally
Pulling from library/hello-world
: Pull complete

0886 96e83578C
The Getting Started project is a simple GitHub repository which Scd7£32
. . . . . Statu: O o d newer image for hello-wor.
contains everything you need to build an image and run it as a
. el
container. This mes ws that your installation

g correctly.

. . L . To generate this message, Docker took the followin
Clone the repository by running Git in a container. . ient ted the Docker daemon.
the "hello-world" image from the

3. The Docker daemon created a new container from that image
which runs the

docker run --name repo alpine/git clomne \
https: //github.com/docker/getting-started.git >>

executable that produces the output you are currently read

docker cp repo:/git/getting-started/ ing

4. The Docker daemon streamed that output to the Docker clien
which sent it

to your terminal.

You can also type the command directly in a command line interface. D (£ SEwSENng moRe EIELEeE, O G Hm G LI @R

$ docker run —-it ubuntu bash
Share images, autcmate workflows, and more with a free Docker
jocker . com/

For more examples and ideas, wvisit:
cker.com/get—start

C:\Users\suchi> I

Next Step

Docker for Desktop output
For windows 10 : Run docker command in powershell or command prompt
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QUICKSTART : DOCKER INSTALL

2. Docker Desktop: Update Docker memory
Under setting select Resources and update CPU & Memory as mentioned below:

Settings

s General Resources Advanced
I® Resources CPUs: 2
* ADVANCED
B —— ]
FILE SHARING
PROXIES
Memory: 6.00 GB
NETWORK
<@ Docker Engine @

i Experimental Features
Swap: 1 GB

Kubernetes
—e

Disk image size: 64 GB (11.3 GB used)

—o
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QUICKSTART : DOCKER INSTALL

2. Docker Toolbox : Update Docker memory (optional)
2. Create a new VM with 1 CPUs and 4GB of memory (recommended).

3. Run the following command in docker terminal:

« Remove the default vm.
docker-machine rm default

* Re-create the default vm.
docker-machine create -d virtualbox --virtualbox-cpu-count=1 --virtualbox-

memory=4096 --virtualbox-disk-size=50000 default

--virtualbox-cpu-count number of cpus

--virtualbox-memory amount of RAM

-virtualbox-disk-size amount of disk space
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QUICKSTART : DOCKER INSTALL

3. Install Cloudera Quickstart:
Type following command in the docker terminal to import Cloudera
Quickstart image from Docker Hub:

docker pull cloudera/quickstart:latest
(refer link https://hub.docker.com/r/cloudera/quickstart)

b docker pull clouwderasqguickstart:latest

latezt: Pulling from clonderasguickstart

mage docker.iosclouwderasgquickstart:latest uses outdated schemal manifest format
Pleaze wupgrade to a schemaZ image for hetter future compatibhility. More inform

htion at https:/rdocs.docker.consregistrysspec/deprecated—schema—vl/
dAd652ce?34: Dovnloading 37.28MB-4.444GH

Cloudera quickstart download will take a while to complete. After
download is complete , type following in terminal :

docker images

> docker images
REPOS I TORY TaG IMAGE ID CREATED
SIZE

louwderasguickstart lates=st 4232cd2?58ch 3 years ago
6.34GEB



https://hub.docker.com/r/cloudera/quickstart
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QUICKSTART : DOCKER INSTALL

4. Run Cloudera Quickstart container

+ Click on “Docker Quickstart Terminal” Icon and Type below command in docker termimal
to start Cloudera Quickstart

docker run --hostname=quickstart.cloudera --privileged=true -t -i -p 8888:8888 -p
8080:8080 -p 8088:8088 -p 7180:7180 -p 50070:50070 cloudera/quickstart
/usr/bin/docker-quickstart

--hostname=quickstart.cloudera Yes Pseudo-distributed configuration assumes this as hostname.

For HBase, MySQL-backed Hive metastore, Hue, Oozie, Sentry, and

—privileged=true ves Cloudera Manager.
Allocate a pseudoterminal. Once services are started, a Bash shell
-t Yes . . . .
takes over. This switch starts a terminal emulator to run the services.
. Enable interactive terminal i.e. If you want to use the terminal, either
-l Yes . . )
immediately or connect to the terminal later.
--publish-all=true No opens up all the host ports to the docker ports
-p 8888 Yes - rRecommended Map the Hue port in the guest to port on the host.
-p [PORT] No Map any other ports in the guest to port on the host.
cloudera/quickstart Yes Name of image which run as new container

/usr/bin/docker-quickstart Yes Start all CDH services, and then run a Bash shell.



QUICKSTART : DOCKER INSTALL

List of common ports used in Cloudera : 8888 Hue web interface
50070 Name node web interface
8088 job tracker :- yarn
5. Host — Guest port mapp|ng 7180 Cloudera manager
80 Cloudera examples

- Open new docker terminal & type below command.

docker psS T

ONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS

NAMES
htJ6ad6d51d8 clowderasquickstart "susprsbinAsdocker—qgui® 4 minutes ago
Up 4 minutes B.0.8.8:180->7188-tcp,. BA.A.A.0:8088->8088tcp. A.A.A.
8888 }BBBB/tcp, A.0.8.8:58070->50078tcp, B.A.A_A:8080->80-tcp crazy_proskur
iakova

- Copy the docker container ID.
- Type below to check memory allocation

docker stats [CONTAINER ID]

CPU MEH USAGE ~ LIMIT
HET 1.0 BLOCK 1.0 PIDS
goofy_williamson 9.3 3.362G1iB ~ 3.856G4iB

2.39kE ~ 4.33kB 1.48GE ~ 59.4MB 1328
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QUICKSTART : DOCKER INSTALL

- Type below command and get see which Host port Hue and YARN are working.
docker inspect [CONTAINER ID] e e tept
{

llHDStIpll: .'E. B B L1
"HostPort': '
3
1

"218@/tep™: [
by

- YARN is working on port

IlHDStIle: L1

8088 inside the docker machine o "HostPort": “7188"
8088 outside on host machine "80/tep”: [
R
Note : in case of docker tool box, host machine rSass topt:
is mapped to ip address 192.168.99.100. Use url ¢ MMoselpv: vo,

>
]J-
"8888/tcp”: [
{

http://192.168.99.100:50070/

IFHDStIpll: L1
"HostPort':

For other docker install use localhost
http://localhost:50070/

- Installation Steps for Ubuntu : htips://medium.com/@dataakkadian/how-to-install-
and-running-cloudera-docker-container-on-ubuntu-b7c77f147e03



http://192.168.99.100:8080/
http://localhost:50070/
https://medium.com/@dataakkadian/how-to-install-and-running-cloudera-docker-container-on-ubuntu-b7c77f147e03
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QUICKSTART : DOCKER INSTALL

HUE- hitp://localhost:8888/
Default username / password : cloudera / cloudera

< C 0 @ localhost:8888/about/ o v B e :

it Apps @ @ Password Express |... Entertainment

e #  Query Editors v Data Browsers v Workflows v Search  Security v

@) About Hue  Quick Start Configuration Server Logs

Quick Start Wizard - Hue™ 3.9.0 - The Hadoop Ul

Step 1: %% Check Configuration Step 2: & Examples Step 3: & Users Step 4: /= Go!

Checking current configuration
Configuration files located in  /etc/hue/conf.empty

All OK. Configuration check passed.

Back m Hue and the Hue logo are trademarks of Cloudera, Inc.


http://localhost:8888/

QUICKSTART : DOCKER INSTALL

Name Node - hitp://localhost:50070/

< C ¢ @ localhost:50070/dfshealth.html#tab-overview

Apps @ @ Password Express |... Entertainment

Hadoop Overview Datanodes Datanode Volume Failures Snapshot Startup Progress

Utilities

Overview 'quickstart.cloudera:8020' (active)

Started: Fri Apr 16 20:56:39 +0530 2021
Version: 2.6.0-cdh5.7.0, rc00978¢67b0d3fe9f3b896b5030741bd40bf541a
Compiled: Thu Mar 24 00:06:00 +0530 2016 by jenkins from Unknown
Cluster ID: CID-11ef0663-e698-48f8-bbee-7b664322ae19
Block Pool ID: BP-1120155954-10.0.0.1-1459909528739
Summary
Security is off.

Safemode is off.
992 files and directories, 913 blocks = 1,905 total filesystem object(s).
Heap Memory used 152.06 MB of 263.5 MB Heap Memory. Max Heap Memory is 889 MB.



http://localhost:50070/
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QUICKSTART : DOCKER INSTALL

Yarn page - hitp://192.168.99.100:8088/

<« C Y @ MNotsecure | 192.168.99.100:8088/cluster

HIoApps @

All Applications

~ Cluster Cluster Metrics
About Apps Apps Apps Apps Containers = Memory | Memory = Memory @ VCores VCores VCores @ Active Decommission
Nodes Submitted Pending Running Completed Running Used Total Reserved Used Total Reserved Nodes Nodes
Applications | 0 0 0 0 0 0B 8 GB 0B 0 8 0 1 1]
NEW User Metrics for dr.who
NEW SAVING . ] .
SUBMITTED Apps Apps Apps Apps Containers Containers Containers Memory Memaory Memory Vi
ACCEPTED Submitted Pending Running Completed Running Pending Reserved Used Pending Reserved L
RUNNING lo 0 0 0 0 0 0 0B 0B 0B 0
FINISHED
FAILED |Show 20 v eniries
KILLED Running
ID  User | Name  Application ~ StartTime FinishTime State FinalStatus . Allocated CPU Allocated
Scheduler - ¢ ¢ Type ¢ (Quewe © 8 s s c Conamers  ycores ¢ Memory MB ¢
» Tools Mo data available in table

| Showing 0 to 0 of 0 entries

Yarn iIs resource management layer of Apache Hadoop
ecosystem.



http://192.168.99.100:8088/

e
Other Vendors

MapR Distribution for Hadoop

APACHE HADOOP AND OPEN SOURCE ECOSYSTEM
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http://social.technet.microsoft.com/wiki/cfs-file.ashx/__key/communityserver-wikis-components-files/00-00-00-00-05/7848.TheHadoopEcosystem.png

THANK YOU



